
 

 FutureLearn    1 

 
AI in Education 

KING’S COLLEGE LONDON 
 
 

Hallucination, trust, and reliability 

 
AI avatar Chikai: Hi, I'm Chikai, an AI avatar voicing a human-authored script. This 

overview is on the topic of AI hallucination.   

  

So, what exactly is AI hallucination? It's when an AI system, like a chatbot or text 

generator, produces information that seems plausible but is actually false or 

misleading. Essentially, the AI is ‘making things up’ and presenting it as fact. This isn't 

because the AI is trying to deceive us. It's a by-product of how these systems work—

piecing together new text based on patterns in their training data. Sometimes those 

pieces get assembled in ways that aren't actually true.   

  

We've seen some pretty dramatic examples of this causing real problems: legal 

filings with completely fabricated case law; academic papers citing non-existent 

studies; news articles quoting people who were never interviewed. Even in casual 

use, chatbots can confidently state ‘facts’ that are entirely fictional.   

  

Now, the good news is that hallucination is becoming less frequent as AI models 

improve. Newer systems tend to be more accurate. But it hasn't been eliminated 

entirely, and may never be.   

  

There are ways to reduce the risk of hallucination. Using clear, specific prompts 

helps. So does providing reliable source material for the AI to work with. When AI 

systems are ‘grounded’ in trustworthy information and data, they're much less likely 

to go off track.   

  

But ultimately, both educators and students need to stay vigilant. We can't blindly 

trust AI-generated content. It's crucial to fact-check important information, 

especially for academic or professional use. Treat AI as a helpful assistant, not an 

infallible authority. This vigilance is a key part of digital literacy in the AI age. We 

need to engage critically with AI outputs, questioning and verifying rather than just 

accepting. It's actually a great opportunity to hone research and critical thinking 

skills. At the same time, let's keep perspective. When used responsibly, AI can be an 

incredibly powerful tool for learning, creativity, and productivity.   
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So, remember: AI hallucination is real, but manageable. Stay sceptical, verify 

important info, and you'll be well equipped to harness AI's potential while avoiding 

its pitfalls. That's what responsible AI use is all about. 

 
 
 
 


